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What is Big Data?

Examples

Parallel Data Processing and Other Enabling Technologies
Applications

Challenges

Call to Action
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,Medium Data Analytics"
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Transactional Data
at ,Webscale”

Web Logfiles

Linked Open Data
and many other
,human generated data sets”

These data sets will fit into main memory soon!
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Random Access Memory
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IBM ISAO
Many standard data management solutions exist!

Hasso Plattner - Alexander Zeier

In-Memory
Data Management

An Inflection Point
for Enterprise Applications

) Springer
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Tx-consistent Snapshot

OLAP Queries

OLTP Requests /Tx

Virtual Memory
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Will Computers Crash Genomics?

New technologies are making sequencing DNA easier and cheaper than ever, but the
ability to analyze and store all that data is lagging

Lincaln Stein & wormied For decades, come
prers have impwoved at rates that have bog:
gled the mind. Bag Stein, o bionfrmaticist
= the Onario Instime for Cancer Research
OCR) in Toronmn, Canada, works in a fidd

hat s moving even fxier genomics.

To
The cmt of sequencing DNA -* Oy

thas ken 2 nosedivein e demde
since thehuman genome was pub

lished —and itis now dropping by
5% every S maméhs. The amoum £
of sequence mailble o research Yo
ers has consexuently skyrockedsd,

sefting off wamings shout 2 “data temami ™
A single DNA ssquencer can now gener.

e ina day what i ook 10 yeams o collect
#or the Human Genome Project. Campuens
are cemtral to archiving and analyzing this
mformation, notes Si=in, b their process-
g power sn'tincreasing fast enough, ad
heir oo s are decreasingg ino showhy, to keep
up with the defuge. The oment of DNA data
md the need 0 amlyze it “will swampow
starage systems and crush owr compuier
clusters” Stein predicted last year in the
Jmurmal Gamome Biolagy.

Eman o

Funding agencies have neglecied hio
informatics needs, S4in and others argne.
“Traditionally, the UK. and the 115, have
nae imvested in amalysis; insead, de foos
has been imesting in dat generation,”
smys compuiafiomnz] biologis C
Paomting of the Universi ty of Oxfoxd
in the United Kingdom. “That's
gat i change”

Within a few years, Pomting
predices, malysis, not saquancing,

Tpgantd

s 10"\ will be the main e pense edle o

many gename ojecs. And fhat’s
assuming there’s someone who can do it
hioinformaticists ane W short supply every
where. “T wormy there won'the encugh peo-
plearmnd to do the malysis,” says Ponting.

Recent raviews, adinsiak, md scimtss’
blogs have edhoed fhese concems (see Per
spedive an p. T2R ) Thery siness the need for
mew softwam and in fasimcmes todeal wigh
campreatona] and strage ssoes.

In the meantime, bhioinformaticists
are &ying new approaches i handle e
dats ombught Some are heading for ghe
clouds—clond compuing, fat &, 2 poy-=

you-go service, accessible from onek own
desion, gt provides reneed time on 2 large
duster of machines St work g ether in par
alle] as fxt as, aster S, 2 smgle pow
erful compuier. “Swrviving the data deluge
means compuiing in panllel” sys Michael
Sciatz, a bioinformaticist at Cold Spring
Harhor Labomtory (CSHL) in Mew Yod.

Dizzry with data

The balanae hetwesn sequence generation
and the ability tohandle e dat begmn to
er 2005, Uil #hen, and even inday,
maost DNA sequencing occurmed n large
centers, well equipped with the compuaier
persomme] and mfastuctre o support e
ambysi ofa gmome 'sdan. DNA sequences
chumed out by Shese can s were deposied
emralizd public databases,
n by the Ewopean Bioin
formatics Instituie (EBT) in Himcion, TIE,
and the Natioml Cemter for Bioteckmology
Information (NCBI) in Bethesda, Mary
knd. Researchems ebewhers could then 3
dromload the das forsmdy. By 2007, NCH
thad 150 billion bases of genetic mfmmation
stomed im its GenBank dathase.

Then severa] compamies in guick suo
cession inFoduced “next-genemation”
machines, faster sequencers that spit out
data more cheaply. Bat the techmologies
hhehind these machines generate suchshont
mretches of sequence typically jus 50 <

LD T A A AT 3 B T B
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Smart Grids

Imm (7,752,EL§4%EL:!;ES;QW) HEI Web ArCh|Ve - —

approx, 1,000,000,000,000,000,000 or 10

Video Streams

5 EXABYTES: ALLWORDS EVER SPOKEN
BY HUMAN BEINGS

A
«
-

6 ¢

ZETTABYTE

(1,180,591,620,717,411,303,424 BYTES; 2 7°) . . I
approx. 1,000,000,000,000,000,000,000 or 107"

o
L

Thymine (Yellow) =T Guanine (Green) = G
Adenine (Blue) = A Cytosine (Red) = C

Genome Data

mostly machine generated
RFID Data or collaborative on web-scale
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D Defining Big Data Analytics by Complexity ﬂs
- B | *—;l' ;’4‘9

4 o

2

- >

@
Size Selection/Grouping
Format/Media Type Relational Operators (Join)
Uncertainty/Quality Information Extraction & Integration
Freshness Data Mining
etc. Predictive Models
etc.
Data Query
25.05.2012 DIMA —TU Berlin 7
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1 ’ A Popular Definition: The ,V"s

m Volume
o Data size
m Velocity - challenging for complex analysis questions

o Data ingestion speed

o Analysis time window
solutions exist for structured data and text

challenging for graph or audio/video data

m Variablity

o Data formats
o Media types

m Veracity
o Uncertainty
o Inconsistency g

challenging for automatic reasoning

Popular ,definition”, but misses some other aspects of complexity

25.05.2012 DIMA —TU Berlin 8
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Climate Data Analysis =
T, 11, 105, 0, K aix tonporature . _
TRy U 115, 2, 2t et ez Analysis Tasks on Climate Data Sets
TMIN_2M,16,105,2,K,2m minimum temperature
B s " Validate climate models
e e e " Locate ,hot-spots” in climate models
“(‘Up to 200 parameters) 7 — Monsoon
; M)“’\l% % — Drought
2 o
y Bl N — Flooding
N N P :
P ALK y%@ P = Compare climate models
P i ¥ N i _ : :
-"*”Cﬂfé\&\/ﬂ X TN ¢ Based on different parameter settings
4] SRR
o S S g Necessary Data Processing Operations
o] ] A R S L " Filter
§| o B ST . e
5 () mg LY = Aggregation (sliding window)
"E’ Ir,ij 5 ‘j;b \ = Join
2| 1A é fifth e =N
S ~ XF%E}M\% \2\ kN }j = Multi-dimensional sliding-window operations
ﬁHW 5 ™ “\;J%L = Geospatial/Temporal joins
/ ME = Uncertainty
2l } g\d\; ‘\9‘ '\OQ
<
950km, 2km resolution > o

Y
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e?”i Another Example:
W The Next Generation of Business Intelligence
Situational Bl oF
How did the ‘D;'E?...'
Text sentiment towards 5052
i my products change
2 this year?
0
|_
— How is the
g i XLS Information Extraction Analysis customer
o N Semantic Integration Selrae 2 satisfaction per
oD Load/Refresh or Ad-hoc Entities region?

Who is leading in
American Idol?

Data Warehouse ...

Data Marts Bl over Media Types

The next generation of Business Intelligence (NGBI)
will correlate data warehouses with text and

other modalities from web services of information
providers, corporate Intranets and the Internet

25.05.2012 DIMA —TU Berlin 10




Further Applications

Home Automation

11

Marketing

Sales/Marketing
DIMA —TU Berlin
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D Parallel Data Processing

m Need for data parallel processing
0 Increase of data complexity
0 Increase of query complexity
o Moore’s Law: ManyCore and Cluster Computing
o Scale-up no longer possible
- Scale-out is the name of the game

m Parallel programming is not easy
o (Network) Communication ‘j)
Concurrent programming: Divide & Conquer ﬁ -

O
o Synchronization as bottleneck (Amdahl’s Law)
o Fault tolerance

m Data Programming models must ease parallel data processing
o Abstractions hide the gory details

o Automatic adaption to hardware
— Parallelization and Optimization

o Beware: Data flow and control flow dependencies!
o Popular simple model: map/reduce (e.g., Hadoop)

25.05.2012 DIMA —TU Berlin 12




The Information Economy | E

)

Value increase

A major new trend in information processing will be the trading of
original and enriched data, effectively creating an information economy.

+~When hardware became commoditized, software was valuable.
Now that software is being commoditized, data is valuable." (TimM O‘REILLY)

»,The important question isn’t who owns the data. Ultimately, we all do.
A better question is, who owns the means of analysis?“ (A. CROLL, MASHABLE, 2011)

Information as a Service End users MIA, Datamarket, ...
Data as a Service Corporations MIA, Azure IMR, etc ...
Q Analvsts Salesforce.com,
4 Office 2010 WebApps
Application
Developers
System Amazon Elastic
administrators Compute Cloud

Cloud-Computing Stack The Market situation

25.05.2012 DIMA —TU Berlin 13




S =N MIA:
A Marketplace Infrastructure for Analytics
N

5*%23
f
o 75;@ p—
Users

Algorithms

Dataproviders
_ _ ) Analytical
Licensing Queries results

Revenue Technology

Data &
Sharing

Aggregation

Marketplace

[ Social Media Monitoring ] [ Media Publisher Services ] [

Index

Massively Parallel Infrastructure

Distributed Data Storage

German Web

Infrastructure as a Service

http://www.trusted-cloud.de/de/778.php
14
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i Stratosphere: ﬂE
Big Data Analytics Infrastructure for the Cloud

Explore the power of
Cloud computing for
complex analytical tasks

Scientific Data Life Sciences Linked Data Database-inspired
approach

Parallel Analytics Query Processor

N m Analyze, aggregate, and
2} 0000 query
UoUD

: m Textual and (semi-)
Infrastructure as a Service structured data

m Research and prototype a
web-scale data analytics
infrastructure

Stratosphere is publically funded by DFG and EIT. Open Source at www.stratosphere.eu

25.05.2012 DIMA —TU Berlin 15




(D The ,,Big Data™ Space

Legal
Dimension
Copyright
Privacy
. . Digital Preservation :
Application LSS Making Social
Dimension RNEgIEIS Dimension
Scalable Data Processing User Behaviour
Signal Processing Societal Impact
Statistics/ML Business Models Collaboratio
Linguistics Benchmarking
Cl/Visualization Impact of Open Source
Deployment

Pricing .
Technology Economic

Dimension Dimension

25.05.2012 DIMA —TU Berlin 16
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Call to Action ﬂﬁ

m Educate Data Scientists to create the required talent
o T-shaped students

O
O

Information ,literacy™
Data Analytics Curriculun

m Research Big Data Analytics Technologies

O

O O o od

Data management (uncertainty, query processing under near real-time
constraints, information extraction)

Programming models

Machine Learning and statistical methods
Systems architectures

Information Visualization

m Innovate to maintain competetiveness

O
O
O
O

Demonstrate flagship use-cases to raise awareness

Promote startups in the area of data analytics

Transfer technologies to German enterprises, in particular SMEs
Determine legal frameworks and business models

We need to ensure a German technological leadership role in ,Big Data“

25.05.2012 DIMA —TU Berlin 17
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m Parallel Data Processing
m Parallel Data Managementb: ParStream et al.
m Map/Reduce: Hadoop, Stratosphere et al.

25.05.2012 DIMA —TU Berlin 18
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| Parallel Speedup ﬂE
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B The Speedup is defined as: Sp = Tl/Tp

0 Ti:runtime of the sequential program
0 Ty runtime of the parallel program on p processors

m Ahmdal’s Law: ,The maximal speedup is determined by the non-

parallelizable part of a program®:
. 1

B (1-f)+f/p
0 -2 ldeal speedup: S=p for f=1.0 (linear speedup)

O Snax f: fraction of the program that can be parallelized

0 However - since usually f<1.0 -, S is bound by a constant ! (e.g. ~10 for f=0.9)
0 -> Fixed problems can only be parallelized to a certain degree!

25.05.2012 DIMA —TU Berlin 19



. 1) Parallel Speedup

Amdahl’s Law
2000 =
,f""j
18.00 - .
/ Parallel Portion
16.00 7 0%
/ 75%
14.00 0%
/ 95%;
12.00 A
::';: 10.00 I,f/ | —
- 7 —
8.00 /f/
6.00 //
. /|
4.00 ng___..
200 ot |
[ ]
000
— = = =) o ™ =t o0 = ™ = ey ) = 0
Mumber of Processors
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) ParStream Big Data Analytics Platform ¥ ﬁg

ParStream provides the unique combination of
REAL-TIME - LOW-LATENCY - HIGH THROUGHPUT

ParStream’s key advantages

* Unigue Highly compressed Bitmap Index

PARSTREAM PARALLEL ARCHITECTURE
C++
. sSQ / /0
which can be analyzed in compressed form A — UDF - AP
(patent application filed) Real-Time Analytics Engine
* Real-time analytics through Massively Parallel In-Memory and Multi-Dimensional
. BIYOMK=Tel s IeTel e} Hich Performance Partitioning
ProceSSIng (MPP) Cogmpressed Index

* Very high throughput due to massively e () shared Nothing

reduced workload (no decompression,

small index, efficient algorithms)

Architecture

Fast Hybrid Storage (Columnar/ Row)
High Speed
* Low-Latency through continuous import of 0 catency
new data without slowing down analytics
. PARSTREAM INDEX ARCHITECTURE
* Columnar data / index allows very flexible
analytics (multi-column, multi-value)

Parallel Search within Compressed Index

* Specialized data / index types and algorithms
e Shared Nothing Architecture

MAMT AT A0 AT MM
Searchl Search2 Search3 Search4
25.05.2012

Search n
© Parstream GmbH, used with permission, www. parstream.com
DIMA —TU Berlin 21
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- 1 ) HUGE MARKET OPPORTUNITY ﬂE

Big Data Analytics is a game changer in every industry
and is a huge market opportunity

All Industries

eCommerce Social Telco Finance Energy Many
Services Networks Oil and Gas More
(%]
5 = Facetted = Ad serving = Customer » Trend * Smart = Production
'-g Search = Profiling attrition analysis metering = Mining
= = Web = Targeting prevention = Fraud = Smart grids = M2M
% analytics = Network detection » Wind parks a Sensors
i . SEO- monitoring = Automatic = Mining = Genetics
% analytics . Target.mg tr.admg = Solar Panels » |ntelligence
= * Online- " Prepaid " Risk : = Weather
R account analysis
mgmt
© Parstream GmbH, used with permission
WWW. parstream.com
25.05.2012 DIMA — TU Berlin 22



Hatsa Fatiner - Alsgander Taler

JasperReports Server lﬂ‘MEi'l—'Iﬂl’}\‘ n
O , e

Real-Time Analytics

OSas e

STATISTICAL DATA ANALYSIS

Agile
J Environment

Fastest
Time-to-Value

7~ Greenplum

asterdata

big data. fast insights.

25.05.2012 DIMA —TU Berlin
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) What is Map/Reduce? ﬂﬁ

m Programming model for data-intensive programming
o well-suited for large scale parallel execution
o automatic parallelization & distribution of data and computational logic
o easy to extend with fault tolerance schemes
o clean abstraction for programmers

m Based on functional programming

o treats computation as the evaluation of mathematical functions and
avoids state and mutable data

o no changes of states (no side effects)
o output value of a function depends only on its arguments

m Map and Reduce are higher-order functions

o take user-defined functions as argument
o return a function as result

o to define a map/reduce job, the user implements the two functions
m and r

25.05.2012 DIMA —TU Berlin 24
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D Data Flow in Map/Reduce

(K Vin)*

ksys
v“;ns-{af@

Framework

MAP(K V. ) MAP(K V. )

Framework

REDUCE(K , ,V,*) REDUCE(K , ,V,*) REDUCE(K , ,V,*)
Framework (K V! e K Vi
(K, V,)*

25.05.2012 DIMA —TU Berlin 25
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D Map Reduce Illustrated (1) I'E

9,3
}90

m Problem: Counting words in a parallel fashion
o How many times different words appear in a set of files
o juliet.txt: Romeo, Romeo, wherefore art thou Romeo?
o benvolio.txt: What, art thou hurt?
O

Expected output: Romeo (3), art (2), thou (2), art (2), hurt (1),
wherefore (1), what (1)

m Solution: Map-Reduce Job

m (filename, line) {
foreach (word in line)
emit (word, 1);

}

r (word, numbers) {
int sum = 0;
foreach (value in numbers) {
sum += value;

}

emit (word, sum);

25.05.2012 DIMA —TU Berlin 26
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D Map Reduce Illustrated (2) -I'E

9,2l
190

Romeo, Romeo, wherefore art thou Romeo? What, art thou hurt?
\\ ,I
\\ !,f
Romeo, 1 o !
Romeo, 1 ) What, 1
wherefore, 1 map map art, 1
art, 1 thou, 1
thou, 1 hurt, 1
Romeo, 1
art, (1, 1) reduce reduce Romeo, (1,1, 1)
hurt (1), wherefore, (1)
thou (1, 1) what, (1)
art, 2 ,..*" Romeo, 3
hurt, 1 wherefore, 1
thou, 2 what, 1

25.05.2012 DIMA —TU Berlin 27



1 Relational Operators as Map/Reduce jobs ﬂﬁ

m Selection / projection / aggregation
o SQL Query:
SELECT vyear, SUM(price)
FROM sales
WHERE area_code = “US”
GROUP BY year

o Map/Reduce job:

map (key, tuple) {
int year = YEAR(tuple.date);
if (tuple.area_code = “US")
emit (year, {‘year’ => year, ‘price’ => tuple.price });

reduce (key, tuples) {
double sum_price = 0;
foreach (tuple in tuples) {
sum_price += tuple.price;
}

emit (key, sum_price);

25.05.2012 DIMA —TU Berlin 28
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] Relational Operators as Map/Reduce jobs ﬂﬁ

m Sorting
o SQL Query:
SELECT *

FROM sales
ORDER BY vyear

o Map/Reduce job:

map (key, tuple) {
emit (YEAR (tuple.date) DIV 10, tuple);

reduce (key, tuples) {
emit (key, sort (tuples));

25.05.2012 DIMA —TU Berlin 29
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Symmetric Fragment-and-Replicate Join

S
¢ fragment
S

Nodes in the Cluster

replicate
Requires Tricks in map/reduce

) Programmer has to worry
about parallelization and/or
|: @ @ @ handcode an optimizer
> Rm »((m 1)}—=>{(m2)}—>  =-eee
fragment replicate
Important generic example. Specialized parallel joins may exploit data locality
25.05.2012 DIMA —TU Berlin 30
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:%::JHDCommon Concepts of MapReduce and PACT I'E

m PACT is a generalization and extension of MapReduce
o PACT inherits many concepts from MapReduce

m Both are inspired by functional programming

Fundamental concept of programming model are 2"d-order functions
User writes 1st-order functions (user functions)

User code can be arbitrarily complex (albeit functional!)

2nd-order function calls 1st-order function with independent data subsets
No common state should be held between calls of user function

O 0o o o O

oO— R

15t-order function

(User Code)

2nd_grder function

25.05.2012 DIMA —TU Berlin 31




i ’ Common Concepts of MapReduce and PACT I'E

m Both use a common data format
o Data is processed as pairs of keys and values
o Keys and values can be arbitrary data structures

r N
o | o e
\ J

25.05.2012 DIMA —TU Berlin 32
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D MapReduce Programming Model Revisited ﬂﬁ

nksyst,
Og‘onsfw <,

%
e
S

m MapReduce provides two 2"d-order functions

Map: Reduce:
* All pairs are independently processed * Pairs with identical key are grouped
» Groups are independently processed
Key Value
e W
= — IRl
il | |
- E:'_._;I_: _ Independent B l%
R A= s me | ]
———— ity |
[CH—> ! B — .,

m MapReduce programs has fixed structure:

15t-order map fnc 1st-order reduce fnc

25.05.2012 DIMA —TU Berlin 33
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PACT Programming Model

Generalization and Extension of MapReduce Programming Model

|
Based on Parallelization Contracts (PACTSs)

m
User Code
(1st-order function)

Input Contract
2nd-order function; generalization of Map and Reduce

|
0 Generates independently processable subsets of data

O

m User Code
o 1st-order function
For each subset independently called

O
m Output Contract
Describes properties of the output of the 1st-order function
o Optional but enables certain optimizations

O
o Think: “interesting properties”
25.05.2012 DIMA — TU Berlin 34
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D Input Contracts beyond Map and Reduce

m Cross — S
o Builds a Cartesian Product I > I I | O
o Elements of CP are independently processed I:I-é':_!_:l__l_:_lj:_!_:_l_l:_l:_l_l
B> D W
> D O 6
m Match ma r____.:_t
o Performs an equi-join on the key C s X
o Join candidates are independently processed S o] SH
ot >,
1
E E
m CoGroup — L
o Groups ea_lc:.mput_ 0||1 Ii<ey ; i - {i_-;—_-!i: l
o Groups with identical keys are processed together m '_I_fl_lfﬁ
1 .
i
[ I
25.05.2012 DIMA —TU Berlin 35



D Output Contracts "E

m Same-Key
o User Function does not alter the key

e R § =

m Super-Key
o Key generated by UF is a super-key of the input key
B COOE1cT]

[ s § ==
m Unique-Key

o Data source or UF produces unique keys

e IR

DIMA — TU Berlin 36
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S ’ PACT Programming Model "E

m PACT Programs effectively are data flow graphs

o Data comes from sources and flows to sinks
PACTs process data in-between sources and sinks

O
o Multiple sources and sinks allowed
o Arbitrary complex directed acyclic data flows can be composed

Data Source 1 REDUCE Data Sink 1
Al Data Sink 2

COGROUP

LB
R

37
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